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Colorization

Colorization is the process that involves adding colors to black and white, sepia or monochrome images or videos.
Why Colorization

There are a lot of benefits in colorizing images and videos.
1. Colorizing Black and White Movies
Colorizing black and white movies enhance the picture of old movies and make it more interesting to see
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2. Colorizing Night Vision Pictures in military applications
Night vision is seeing in the dark through technology. Technological night vision works on one of two principles. The first is by detecting infrared radiation, which is a form of energy emitted by all objects regardless of the ambient light conditions. A device based on this principle is called an infrared camera. The second is by intensifying the small amount of light present even at night, from the stars and the moon.
The pictures generated are mostly green because of the phosphor screen used, so it is required to recolor the picture for better view.
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Night vision is not only used in the military applications, BMW has added a night vision cameras in their new models in order to see roads at night.

Night vision needs real time colorizing to be able to see the colored images wither in the military night vision goggles, in the cars or any other application that needs night vision.
3. Colorizing Ultrasound Pictures
Ultrasound color processing is a technique that enhances the pictures taken by the Ultrasound. It deploys unique algorithms for different echo environments. That enhances the image a lot and helps doctors to detect things hard to detect with standard grayscale ultrasound. 

Also Ultrasound can be real time to color the images on the fly.
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4. Colorizing Pictures to the Color Blinded People Level
8% of the males and 2% of the females in the world are color blinded so colorization can be used to convert pictures to their level and see what they can really see.
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This can help a lot in choosing colors for the road signs and emergency signs ,  for example with the current color standards Deutranope people ( a common type of color blindness)  can’t see the traffic lights
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5. Colorizing Pictures to help in decorations

Before applying  any color paintings it will be nice to see the effect of the color first.

What if they painted the white house!??
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Image Colorization

Image Colorization involves a lot of subtasks

1. Image Restoration

Before colorizing any image it must be fixed first to remove noise, motion blur … etc.[image: image18.jpg]



2. Image Segmentation

Image segmentation is the task of dividing the image into segments where each object represents an object (human being, Sport Field, Sky  ...etc)
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a. Pixel based Segmentation
A simple example of this kind of segmentation is thresholding a grayscale image with a fixed threshold T each pixel p is assigned to one of two classes, P0 or P1, depending on whether I(p) < T or I(p) ≥ T. Some other segmentation algorithms are based on segmenting images into regions of similar texture according to wavelet or Fourier transforms.
Region Merging: quad-tree/oct-tree: a recursive algorithm: the picture is divided into 4/8 parts, if the resulting subpicture doesn’t meet a homogeneity criteria, it is further divided, etc. The resulting data structure is a Quadtree/Octree, from which the merging process can be performed.

b. Model based Segmentation
Searching for a certain model in the picture. For example, we can a search for a tree by using a tree template and adopting it to match the image. Of course you will have a database with templates used to segment the picture.
c. Multi-Scale based Segmentation
Image segmentations are computed at multiple scales in scale-space and sometimes propagated from coarse to fine scales. Segmentation criteria can be arbitrarily complex and may take into account global as well as local criteria. A common requirement is that each region must be connected in some sense.

d. Semi-automatic based Segmentation

In this kind of segmentation, the user outlines the region of interest with the mouse clicks and algorithms are applied so that the path that best fits the edge of the image is shown. Techniques like Livewire or Intelligent Scissors are used in this kind of segmentation.
i. The Watershed Transformation
Any greytone image can be considered as a topographic surface. The image below shows a greytone image and it’s corresponding topographic surface.
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If we flood this surface from its minima and, if we prevent the merging of the waters coming from different sources, we partition the image into two different sets: the catchment basins and the watershed lines. 
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If we apply this transformation to the image gradient, the catchment basins should theoretically correspond to the homogeneous grey level regions of this image. 
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From top to bottom and from right to left:
· Original Image

· Gradient Image

· Watershed of the gradient Image

· Final contours
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	However, in practice, this transform produces an important over-segmentation due to noise or local irregularities in the gradient image. 
	Electrophoresis gel image and watershed transformation of the gradient image.


3. Object Identification
Object identification is the process of identifying commonly known objects like skies, trees...etc , using neural networks from a previous knowledge, or through machine learning techniques that learns new objects while working , for example if the system doesn’t know that the tree is green, when the user chooses green colors to the tree several times, it will learn that this  kind of shapes is green.
4. Color Choosing
After segmenting identifying the objects, it is time to choose colors for it. The system will use some artificial intelligence techniques to choose colors for the object he knows. Trees are green, skies are blue, but in some other objects the color depends on many factor, for example the skin can be dark or light, so in this cases the system has to find out from the gray level of the skin to know if it is a black skin or not.
Notice from the 2 pictures below the different in gray level between a black man and a white man also notice the difference in the hair.
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Of course however how much the system was efficient it is impossible to recognize every object in the world, so the user will have to choose the colors of the objects in which the system wasn’t able to know its color, the system will learn it, and it may be used in the future.

Also if in there is 2 objects has the same gray level, the system is supposed to choose the same color for them in most cases, it is not a must.

To estimate the color from the gray level we studied how the colored images is converted to the gray-level, we found a relation between the gray level and the RGB color which is Luminance (gray Value) = 0.3 x Red + 0.59 x Green + 0.11 x Blue. And we tried to calculate all possible RGB values for every gray-level which decreases the possibilities a lot (from 2553 Possibility to about 25000 for some gray-levels)  
We will also try to make some surveys about relation between gray level and colors, for example we can take a lot of pictures and gets color for some gray levels and save them in a neural network so we can in coloring get most properly color for this region and the user can change it if he doesn’t like it.
5. Color distribution
After the color is chosen, it is time to colorize , the colorizing process depends on the gray levels of the object so distributing the color with the same degrees of the gray levels of the object will lead to the same lightening effect on the object and it will seems as it is the original colors.
We are trying here to study different color model (RGB, HSL,HSV,YUV,YIC) to get the best one for colorization.

[image: image30.jpg]


[image: image31.jpg]


[image: image32.jpg]


[image: image33.jpg]



Video Colorization
At the far end, the video is nothing more than a collection of pictures shown in sequence so colorizing videos isn’t so much different from colorizing still pictures.

The only problem is that the videos contains between 25 to 30 frame per second so colorizing each frame with the previous techniques , specially the part the user have to choose the colors , will be a very hard process. So some techniques will be used
1. Interleaving
Interleaving means colorizing 1 frame every 10 frames only and ignoring the rest, the rest of frames can be generated by interpolation between the 2 frames to make the color changes gradually in the 10 ignored frames, and the eye will not notice it. (Choosing 10, more or less needs a lot of experiments to know a good number).
2. Object Tracking
Object tracking is the process of tracking the object through the scene. If an object is moving in a room, the system must know that and gives it the same colors without needing to search for a color or to ask the user, also the object that doesn’t move must keep the same colors.
This is not an easy task as the object may rotate, bend or change its size so there is two techniques used here, tracking the object itself or tracking the gray level which means relating the color to the gay level, when the same gray level is found in another frame it takes the same color.
Coloring each new frame from scratch will increase the computation cost. We use motion detection techniques to reduce computations, aiming to predict motion vectors for objects every 10 frames (i.e. the new position of an object).Two main approaches are considered:

a. Block Based approach:

We are searching now in the block based motion detection techniques; this technique is based on dividing the frame into blocks of (for example: 8x8 or 16x16) and trying to predict the position of a certain block in the current frame with respect to the position of the same block in the pervious frame (i.e. if it goes right, left…etc) and thus setting the same colors components to this block which will reduce computation but may reduce also the quality somehow.

Many searching techniques are used to get the best motion vector of a block based on the minimum distortion (i.e. searching for the direction and the step size by which a block has been translated where the error between this block in the previous frame and the predicted block in the current frame is minimal), with a trade off between computational cost and quality.

We need a tool that divides a clip into successive frames, and if possible a tool that uses one of the following searching techniques 

1. Hierarchical Search Block Matching Algorithms

2. Spatial Correlation Based Searches Algorithms.

We aim also to find a tool that can distribute tasks along some computers to divide the computational load among several machines.

b. Object Tracking:

In this track, our search was directed to the current algorithms and implemented packages for object tracking in video files. These algorithms works mainly on differentiating two consecutive frames from each others, returning the pixels changed in the second frame. Applying a threshold and removing pixels which are a result of the fact the most cameras produce some noise which might be detected as false movements. We already succeeded in tracking different flying rectangles in a sample movie. The tacked object will be colorized only once when it first appears, then the colors will be used to color the same object in the next frames.

3. Grid Computing
As the normal movies could be about 90 minutes that’s mean it contains about 162,000 frames, and by applying the image segmentation, identification, machine learning, artificial intelligence and color distribution on each frame, even by using the interleaving and the object tracking techniques, it will be a very cost process which will need a very high processing power, so using the grid computing techniques will be a nice idea to make the process faster.

Market Survey
During the late 1950s and the 1960s, black and white cartoons were redistributed in color. The colorization process was done by tracing the original black and white frames onto new animation cels, and then adding color to the new cels. With computer technology, studios were able to add color to black and white films by digitally tinting single objects in each frame of the film until it was fully colorized. The initial process was invented by Canadians Wilson Markle and Brian Hunt and was first used in 1970 to add color to monochrome footage of the moon from the Apollo mission.

Colorization typically begins with a monochrome film print. From the film print, a high quality videotape copy is made. Technicians, aided by a computer, identify the grey level of every object in every shot and note any movement of objects within shots. A computer adds color to each object, while keeping grey levels the same as in the monochrome original. This technique was patented in 1991. 

Movies colorized using early techniques have softer contrast and fairly pale, flat, washed out color. However, the technology has improved since the 1980s, and several black and white TV shows and films have been given what is claimed to be a completely lifelike colorization.
A major difficulty with colorization has been its labor-intensiveness. For example, in order to colorize a still image an artist typically begins by dividing the image into regions, and then proceeds to assign a color to each region. This approach, also known as the manual segmentation method, is time consuming and requires a great deal of painstaking work on dividing the picture into correct segments.
1. Hebrew University of Jerusalem's
One computer-assisted method for colorizing was developed by a team of researchers at the Hebrew University of Jerusalem's Benin School of Computer Science and Engineering. The new method is an interactive process that does not require precise, manual, region detection, nor accurate tracking and is based on the simple premise that nearby pixels in space and time that have similar grey levels should also have similar colors.
Website (http://www.cs.huji.ac.il/~yweiss/Colorization/)

2. Timebrush RLC
A recent approach is the Timebrush RLC [Real Life Color] process that uses Artificial Neural Networks to create real life like gradations for natural scene content. In this process, a neural net is pre-trained to mimic characteristics of real world color models [sky, trees, skin tones, etc]. During the color rendering process the neural net then provides life-like simulation of color gradations and variation, hence adding extra depth and realism to a colorized scene.
Timebrush is a commercial product they accept colorizing home videos for fees, the cost of colorizing 30 minutes is 25,000$

Website (http://www.timebrush.com/)
3. Legend Films
Legend Films, a San Diego-based company, was founded in August 2001. The company specializes in the restoration and colorization of classic black and white films for DVD, HDTV and theatrical release.

Website (http://www.legendfilms.net/)
4. Recolored
A software tool for colorization of black and white photos, replacing colors in color photos, and applying other effects to digital images.

Website (http://www.recolored.com )
Scope

The scope mainly will be concerned about coloring black and white movies using image segmentation, color choosing techniques, color distribution, frames interleaving and motion detection.
The project will be divided to 2 phases

1. Coloring still pictures.

2. Coloring movies.
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